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how to model language?
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how to model language?

…
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Which one?

Long short-term network

Stacked
Attention

Bidirectional

Hierarchical

Character 

Convolution

Contextualized

transformer

Multilingual

Universal
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tasks
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same same 

but different?

⬦
⬦
⬦
⬦
⬦
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Compare  computational models 

with the signal that we measure 

when humans process language. 
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But how?
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bicycle

ant ?

Data: Mitchell et al. 2008
Visualization: Samira Abnar
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Hand or foot?

bicycle

ant ?

Data: Mitchell et al. 2008
Visualization: Samira Abnar



Learn mapping model 
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…



What’s next?

 
[Wehbe et al. 2014]

[Dehghani et al. 2017]

[Brennan et al. 2016]

Words in 

Context!
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DOES THAT WORK?

We don’t really now...



14

what’s the problem?

○
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what’s the problem?

○
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what’s the problem?

○
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what’s the problem?
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what’s the problem?

○
○
○
○
○
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what’s the problem?

○
○
○
○
○

and they are often not 

very transparent 

about the differences:

no data, no code 
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our approach

○
○
○
○
○
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Evaluation methods
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Evaluation methods

Idea:
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Evaluation methods

Idea:
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Evaluation methods
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Evaluation methods
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Evaluation methods

Each method can be realized with 

different parameters. 

We compare their effects. 
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example pipeline

 Try it Yourself:

https://github.com/beinborn/brain-lang 
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a peak 

at the results?
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So?

…
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Questions?
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back-up

slides
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Pairwise evaluation
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Why?
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Across datasets?



RSA Results

Words Stories Alice Harry

Pearson

Spearman
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RSA Results - Random LM

Words Stories Alice Harry

Pearson

Spearman

39


